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Abstract 
In recent years, big data has become a transformative tool for labour research. Big data can supplement 
official data sources like labour force surveys, which often fail to adequately represent vulnerable people. 
This report builds on desk research and two workshops (Special Interest Groups) to discuss the opportunities 
and challenges of applying big data in labour studies. Big data is more granular and timelier than traditional 
data sources, and researchers continue to discover new data sources and ways to use them. Novel studies 
use big data to research migration and non-standard employment, explore labour market supply and 
demand with online job advertisements, and audit online advertisements for potential discrimination 
against protected groups. Despite its potential, big data presents theoretical, methodological, and 
practical challenges for researchers. Many challenges relate to non-probability sampling techniques, which 
require special attention to correct for biases. Big data can be very noisy, difficult to obtain, and 
problematic for data privacy. Labour researchers ought to leverage big data and remain aware of its 
limitations. This requires careful selection and consideration of data sources, and investment in requisite skills 
and technology. 
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1. Introduction 

Big data has become one of the most transformative tools for empirical research in a number of 
domains. It is ubiquitous within articles and reports by information technology researchers, and 
increasingly widespread in a variety of disciplines such as sociology, medicine, management, and 
economics (De Mauro et al., 2016). 

While big data is closely tied to information technology, its expansion into new fields merits a closer 
look. In recent years, big data, and the types of analysis required to use it, have become increasingly 
relevant in labour economics for two overarching reasons. First, big data (alongside other trends 
connected to digitalisation) changes the way that people work. Second, big data changes the way 
researchers study the world of work. This report is focused on the second point, attempting to pro-
vide an overview of how big data has, and will continue to, impact labour market research. It builds 
on desk research and two workshops - Special Interest Groups (SIGs) - held in 2020 as part of the 
InGRID-2 project.1 

The remainder of this paper begins with background, discussing the emerging developments of big 
data. I then discuss the application of big data in the field of labour economics, with particular focus 
on precariousness in the labour market. Next, I present a brief look at some of the challenges of big 
data, both generally and specific to labour economics. I then discuss a selection of novel applications 
of data science, before drawing conclusions and recommendations for future research. 

This report does not aim to describe any particular big data source or methodology in great detail. 
Rather, it attempts to give a selection of topics where big data is changing the way that labour market 
studies are performed, and especially where it changes our understandings on people facing pre-
carious situations in the labour market. 

 

 
1  These SIGs were called ‘Use of non-probability surveys in a modern information society’ and ‘Big data and labour markets: Under-

standing precariousness’. For more information, see https://www.inclusivegrowth.eu/special-interest-groups.  

https://www.inclusivegrowth.eu/special-interest-groups
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2. Background 

Big data is a buzz word and subject to a variety of meanings. Given the different understandings of 
big data, it is useful to clarify what it means with a more formal definition (De Mauro et al., 2016: 
p. 1): 

Big Data is the Information asset characterised by such a High Volume, Velocity and Variety to require specific 
Technology and Analytical Methods for its transformation into Value. 

This definition was built on a systematic literature review of publications concerning big data. Based 
on the 1,437 abstracts, the most prevalent words can be visualised as follows. 

Figure 1. Key words appearing in abstracts of papers related to big data 

 
Source De Mauro et al., 2016: p. 2 

Incidentally, Figure 1 was created using a key process connected with big data – digitisation of ana-
logue information into digital, then searching for patterns. It is a representation of big data, which is 
itself built from big data. 

For De Mauro et al., the essential components of big data are understood as: 
1. information; 
2. technology; 
3. methods; 
4. impact. 

Perhaps the first sources of information in big data involved mass digitisation (Coyle, 2006), such as 
the Google Books Library Project. The project began in 2004 and aimed to digitise more than 
15 million printed books in several large college libraries. By digitising all this information, the process 
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of ‘datafication’ became possible. For example, the corpus created by the Google Books Library 
Project was converted into sequences of contiguous words, or n-grams, and it became possible to 
analyse the occurrence of n-grams over centuries. Researchers in a number of social science fields 
used Google Books’ datasets to generate new insights (Michel et al., 2011). The digitisation of physical 
books formed an important step in the development of big data, and it also hints at the close rela-
tionship between big data and digital libraries, and big data and the field of library and 
information science. New sources of information include networks of physical devices containing 
sensors, software, and other technologies, commonly known as the Internet of Things (IoT) (Atziori 
et al., 2010). 

The technology component of big data is essential because of the generation, storage, and com-
putational requirements of large amounts of data. Moore’s law suggests that the number of transistors 
that fit on a silicon chip doubles every 18-24 months, and implies that data storage grows exponen-
tially (Moore, 1965). New frameworks were designed to deal with the computational requirements of 
big data. For example, HDFS (Hadoop Distributed File System) allows multiple machines located 
anywhere to cooperate on a single computational task (Shvachko et al., 2010). Cloud computing 
offerings like Amazon Web Services (AWS), Google Cloud Platform, Microsoft Azure, Alibaba 
Cloud, and others offer a variety of technology services required in every step of research concerning 
big data. Finally, communication networks allowing larger and faster transfer are essential to facilitate 
the movement and computation of big data. 

Methods refer to the new techniques required for processing big data, which tend to be more 
complex than traditional statistical strategies. The most frequently identified and discussed methods 
include (Chen et al., 2012; Manyika et al., 2011): 
- natural language processing; 
- machine learning; 
- neural networks; 
- predictive modelling; 
- regression models; 
- social network analysis; 
- sentiment analysis; 
- signal processing; 
- data visualisation. 

Not all of these are new additions – notably regression models and data visualisation are core com-
ponents of more traditional economics. However, even these have evolved a great deal as big data 
progressed.2 

Impact refers to the ways that the utilisation and management of big data impact society. Among 
the more pressing concerns, impact concerns the way that big data is harnessed for value creation, 
used by organisations, and impacts individual privacy. Moreover, the accessibility of big data modu-
lates its impact and contribution to innovation, driving concerns about anticompetitive business prac-
tices, and the creation of a new digital divide among companies, driven by differing levels of access 
to data (Boyd & Crawford, 2012). 

One point of note is that big data can be grouped into two main categories: data generated from 
‘online activities’, and administrative data. Administrative data is generally described as data derived 
from the operation of administrative systems, such as data collected by government agencies for the 
purposes of registration, transaction, and record keeping (Elias, 2014). While administrative data is 

 
2  See discussion below on linear regression techniques. 
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often neglected in mainstream discussions of big data, it may be particularly valuable to addressing 
questions in the social sciences, especially regarding social inequality (Connelly et al., 2016). 

A further point of clarification is that big data should not be considered synonymous with data 
collected through the internet. Big data can result from commercial transactions, sensors (i.e. satellite 
and GPS), genome data, and administrative data such as education records, medical records, and tax 
records (Connelly et al., 2016). 

In Figure 2, the two left-most pillars show traditional data sources, while the right-most pillars show 
administrative data and other types of big data. Some of the key distinctions are that big data are not 
collected for research purposes, may not be systematic, tend to be messy, tend to involve multi-
dimensional data linked together, and may not be a known sample or population. Administrative 
data, compared to other forms of big data, tend to be more systematic and represent more specific 
populations. 

Figure 2. Data sources in social science research 

 
Source Connelly et al. (2016) 

One unambiguous point is the growth in big data and its prevalence. The amount of raw data being 
produced daily has grown astronomically. According to the World Economic Forum, the accumu-
lated digital universe of data was 4.4 zettabytes3 in 2013, and within seven years, had grown ten-fold 
to 44 zettabytes in 2020. By 2025, this figure should nearly quintuple to 163 zettabytes (Reinsel et al., 
2018).  

The growth in data has coincided with growing interest in big data and the field of data science – 
essentially a hybrid of traditional statistics and computer science. Clearly, the supply and demand for 
big data analysis is on an upwards trajectory. 

 
3  One zettabyte is 1,0007 bits, or 1,0004 gigabytes. 
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Figure 3. Google searches for ‘big data’ worldwide 

 
Note: 100 is equal to the maximum number of relative searches. 
Source Google Trends (accessed 6 January 2021). 
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3. Big data and labour research 

Big data is of interest to labour researchers due to the ‘granular, population-level data with multiple 
dimensions that allow researchers to analyse cases along many variables’ (Taylor et al., 2014: p. 5). 
Due to the IoT and other sources, observational data sets are now available that are much larger and 
of much higher frequency than traditional surveys (Harding & Hersh, 2018). This allows big data to 
act as a supplement or substitute to other data sources, notably survey data from governments, such 
as the Labour Force Survey at EU-level. Furthermore, big data allows social scientists to test certain 
research questions and hypotheses previously limited to theory. By using huge datasets, and searching 
them for signals of correlation, researchers can find ‘bits of gold’ in a sea of sand. 

The apparent first paper using big data and economics came from Ettredge et al. (2005), on US 
unemployment rate (Choi & Varian, 2012). Ettredge et al. (2005) assumed that people’s internet 
behaviour reveals useful information about them. In this instance, job-related information gath-
ering - such as looking for online job portals - could predict the unemployment rate in subsequent 
weeks. While the study was quite small in scale, it demonstrated that web searches may have more 
explanatory power than official unemployment insurance claims data in modelling unemployment 
rate. 

In subsequent years, researchers used big data to explore other macroeconomic issues such as 
inflation. Several papers were published in 2009-2010 using Google search data to predict/forecast 
unemployment. Choi and Varian (2012), for example, found that adding relevant Google Trends 
variables to simple seasonal AR models outperforms models excluding these variables from 5 to 20%. 
These reports demonstrated the potential for big data to supplement traditional data sources, 
strengthening the predictive power of models. 

In the past decade or so, big data has found many more applications in labour studies. The data 
sources have expanded beyond search data, and the research questions explored have grown in 
number and specificity. The following section discusses a few such applications. 
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4. Selected applications of big data in labour 
research 

The advantages of big data can enable better research on economically vulnerable people. This is 
especially the case when considering people who may not be well-represented by traditional data 
sources. Examples include migrants, NEETs, and people in non-standard employment relationships4 
- especially casual or informal workers, domestic workers, or platform workers. 

Based on the presentations of the SIG ‘Big data and labour markets: Understanding precarious-
ness’, hosted as part of this report, and additional literature, a selection of applications are discussed 
below: migration, non-standard employment, online job boards, and online advertisements. The first 
two represent demographics where traditional data sources are often insufficient for policymakers.5 
Online job boards and online ads are two sources where big data offers important new insights into 
job opportunity and discrimination.6 

Afterwards, under Challenges of big data for labour researchers, findings from the SIG ‘Workshop 
on non-probability samples’ and additional literature inform a discussion of where big data still poses 
challenges for social science researchers. 

4.1 Migration 
Mobility and labour migration are ideas at the core of the EU. Mobility primarily refers to workers 
posted abroad and cross-border commuters, whether within a Member State or between them 
(Eurofound, 2021), whereas labour migration means the movement of persons from one state to 
another, or within their own country of residence, for the purpose of employment (International 
Organization for Migration, 2015). 

The migration crisis (or refugee crisis) in 2015 and 2016 exposed significant flaws in the EU’s 
asylum policy (European Parliament, 2017). While migration has become a less significant issue for 
Europeans’ voting decisions, it remains an important topic where traditional data sources are insuf-
ficient to guide policymaking.  

The traditional sources of population censuses, household surveys, labour force surveys, adminis-
trative sources, and other statistical sources primarily measure accumulated entry or immigration 
visas, accumulated permission to work in a country, estimated stocks of undocumented foreign citi-
zens, recruitment costs, and remittances. However, Bircan notes that ‘coherence, consistency and 
comparability in national and international migration statistics may still be the exception rather than 
the standard’ (Bircan et al., 2020: p. 1). In spite of multiple attempts by national governments, inter-
national and regional organisations, and private institutions to improve data collection on migration, 
the data suffer from inconsistencies in data collection methodology, a lack of adequate statistics, and 
limited comparability. 

To work towards comprehensive, accurate, and timely data on migration, and improve policy-
makers’ ability to create migration policy, big data can play an important role. For example, Böhme 
et al. (2020) used Google Trends Index (GTI) for migration-related search terms to measure migra-

 
4  Non-standard employment refers to anything other than indefinite (open-ended) and full-time employment between a natural 

person (employee) and a natural or legal person (employer) (Eurofound, 2017).  
5  Derived from the presentations of Tuba Bircan and Fabian Stephany, InGRID-2 Webinar, 26 October 2020. 
6  Derived from the presentations of Fabio Mercorio and Sara Kingsley, InGRID-2 Webinar, 26 October 2020. 
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tion from a certain country and predict subsequent emigration. This strategy allowed for more short-
term predictions ahead of official data releases, which may take several years. Ultimately, the models 
utilising GTI performed better than those without.  

Others have used geolocation data from Twitter and Facebook to analyse movement within and 
between countries, and produce estimates for stocks of EU movers and EU mobility by Member 
State (Zagheni et al., 2014; Gendronneau et al., 2019). Still another strategy is to use mortality data to 
extrapolate hidden populations, including asylum seekers and undocumented migrants (Houttekier 
et al., 2011). This technique may be especially useful as mortality is such a stable and consistent 
demographic parameter, and marginalised populations can be difficult to pinpoint with other data 
sources.7 

One particularly large and ambitious project is from Horizon2020 and called the HumMingBird 
Project: Enhanced Migration Measures from a Multidimensional Perspective.8 HumMingBird covers 
10 European countries and consists of 16 partners: researchers in a number of disciplines from dif-
ferent research institutes and universities, SMEs, NGO networks, and a European Research Infra-
structure Consortium (ERIC). HumMingBird utilises air-traffic data, airline top-up transfer, remit-
tances, mobile recharge records, and other sources to find insights.  

One of the novelties of HumMingBird is cooperation with the private sector. For example, 
researchers cooperated with Turkey’s primary telecommunications operator, Turkcell, to receive an 
exhaustive dataset of all phone-based activity in 2019 for a subset of the population, including refugee 
and migrant groups. These data were anonymised and aggregated in accordance with the Data For 
Development Challenge and the Data for Refugees Challenge setups (Bircan et al., 2020). The granu-
larity of these data are remarkable. Antenna traffic data allows a full year of precise location data three 
times per day for difficult to reach groups, including Syrian and Afghan refugees. These data allow 
not only for observation of migration from Turkey, but also creating profiles for different regions, 
and categorising migrants’ behaviour within those regions. 

4.2 Non-standard employment 
Non-standard workers can be difficult to capture with normal labour force surveys for a number of 
reasons. For example, those who work sporadically may not be working at the moment the survey 
occurs. The Eurostat Labour Force Survey lacks categories for certain individuals, like platform 
workers or temporary agency workers. More generally, such non-standard or informal workers may 
be very difficult to define and categorise. 

Nevertheless, many non-standard workers have certain socioeconomic vulnerabilities, such as dif-
ficulty accessing social protection and steady income. Non-standard workers often face an inter-
section of vulnerabilities, such as being young and of migrant background. This points to the need 
for better understanding of such individuals. 

One example where big data has been of help is in measuring platform workers, and how platform 
work interacts with income volatility. As a first example, Farell and Greig made use of administrative 
data of 1 million customers from JPMorgan Chase, America’s largest bank, between October 2012 
and September 2015 (2016). These data were high-frequency and from a randomised, anonymised 
sample, as shown in Figure 4. 

 
7  See also the MISAFIR project, available at https://interfacedemography.be/project/misafir/.  
8  See current publications here: https://hummingbird-h2020.eu/publications.  

https://interfacedemography.be/project/misafir/
https://hummingbird-h2020.eu/publications
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Figure 4. Estimating platform workers with JPMorgan Chase administrative data 

 
Source Farrell and Greig (2016: p. 2) 

In addition to estimating the number of American platform workers, the study found that income 
volatility is most prevalent among youth, with more than 70% of people aged 18-24 experiencing 
more than a 30% month-to-month change in total income. Findings also suggest that platform work 
helps offset dips in other earnings, as well as when people are between jobs. These results provided 
empirical evidence not only on the scale of platform work, but also on its potential role in improving 
income security for people struggling with low or sporadic income, or unemployment. 

An additional example using data from platform sources is from the Oxford Internet Institute, 
which set up the Online Labour Index (OLI). The OLI tracks all tasks posted to the five largest 
English-language OLPs, representing at least 60% of the market by traffic. The Oxford Internet 
Institute has reached an agreement with these platforms to gather data through API calls or periodi-
cally webcrawl vacancies. The result is an easy-to-use tool to view supply of tasks by country, time 
period, type of occupation, and growth trends (Kässi & Lehdonvirta, 2018). For example, the OLI 
generally indicates overall growth in total tasks around 25% annually, but found a temporary slump 
in March-April 2020 associated with the COVID-19 pandemic. The OLI illustrates the value of big 
data provided in near real-time, showing how non-standard workers are impacted by greater eco-
nomic trends. 

Furthermore, the OLI gives a great amount of detail on the types of tasks requested, and what skills 
are required to perform them. In certain respects, this is much more detailed than the Eurostat 
Labour Force Survey, which does not capture the content of work or skill requirements beyond 
formal degree requirements. 
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4.3 Online job boards 
Online job boards (i.e. Indeed or Monster.com) have grown to address both the supply and demand 
sides of job search. Already in 2014, Carnevale et al. found that more than 80% of jobs requiring a 
Bachelor’s degree or higher, and between 60% and 70% of all job openings, were posted online 
(2014). These numbers are expected to have grown substantially since then, but still lean towards 
higher-skill occupations. 

The data in job ads are comparable to those related to the OLI, discussed above. However, rather 
than describing a discrete task, job ads typically contain information such as the job title, location, 
and description of responsibilities, as shown in Figure 5. For this reason, job ads can describe which 
jobs are demanded in which quantity, as well as provide detailed descriptions of job content, which 
can help anticipate skills demand. Furthermore, many of the most prominent online job boards are 
publicly accessible, creating a huge and timely resource to better understand job supply. 

Figure 5. Example of online job ad 

 
Source Presentation of Fabio Mercorio, InGRID-2 Webinar, 26 October 2020 

On the other hand, taking unprocessed raw data like the job ad shown, and transforming it into useful 
insights on emerging occupations and skills, requires an intensive process of data transformation and 
cleaning, classification, and extraction, largely driven by natural language processing and other forms 
of machine learning. This can take place with two general strategies. The simpler approach uses 
existing thesauri or ontologies (i.e. WordNet), but this is domain and language dependent, and results 
can only be as good as the reference taxonomy. The second approach uses co-occurrences (n-grams) 
of words to discover terms that are likely to occur together. While the insights may be better and 
more novel, the resulting data are noisier, a human expert is required to review the AI’s suggestions, 
and the process is more computationally expensive.9 

Several EU-level initiatives aim to leverage big data for labour market analysis by retrieving online 
job data via webscraping or API calls, with examples including Eurostat and Cedefop (2021-2024), 
Horizon2020 (2020-ongoing), and Cedefop II (2016-2021). These projects have a number of goals, 
including new insights into: (1) occupational and skill discovery; (2) soft, digital, and hard skill rates; 
(3) newly emerging occupations and skills; and (4) extending existing occupation taxonomies (e.g. 
ISCO, ESCO, O-NET).  

 
9  Derived from the Presentation of Fabio Mercorio, InGRID-2 Webinar, 26 October 2020. 



 

 

14 

At present, these programmes are not primarily focused on learning about vulnerability in labour 
markets. However, minimal adjustments would allow finding additional information, such as the 
types of contracts offered.10 This could help understand who is most at risk of non-standard employ-
ment contracts. Additionally, insights into skills demand can help to empower educators to provide 
in-demand skills to future job applicants, reducing the risk of job mismatch, low-income, and unem-
ployment. 

4.4 Online advertisements and discrimination 
While online job boards serve as a type of advertisement, the more conventional online advertise-
ments can also help understand vulnerability in the labour market. A few particular types of adver-
tising (e.g. jobs, employment, credit, and housing) can be strongly linked to economic opportunity, 
making them a good starting point for labour market researchers to identify potential discrimination. 

As an illustration of this idea, in some jurisdictions, laws seek to prevent discrimination against 
certain protected groups. In the US, these include discrimination by gender, age, and race/ethnicity 
for job and credit advertisements. Discrimination need not be explicit. For example, targeting by zip 
code can be a proxy for race, given how people of different ethnicities in the US are not evenly 
distributed, but often quite segregated. 
A 2019 lawsuit against Facebook sought to restrict the ability of advertisers to target or exclude pro-
tected demographic groups (Jenner & Block, 2019). As a result of the settlement, ‘special ad catego-
ries’ for credit, employment, housing, social issues, elections, or politics cannot target individuals by 
gender, age, or zip code (Facebook, 2019). However, similar to how zip code can be a proxy for race, 
advertisers can quite precisely target or exclude protected groups in new ways. In particular, Face-
book’s Audience Insights Tool enables advertisers to select demographics by devices used. Bilingual 
Hispanics living in the US are much less likely to access Facebook on their desktop or iPad, for 
example, meaning ads on these mediums are very rarely shown to this group.11 

Some researchers have begun auditing big data from social media advertisements to better under-
stand how gender and race discrimination can occur (Kingsley et al., 2020), as is currently underway 
using Facebook’s advertisement API. Initial results of the audit of Facebook’s ad API shows that 
advertisements may distribute economic opportunity on the basis of stereotypes. Furthermore, dis-
crimination can also occur against transgender and non-binary people, as Facebook allows personal 
profiles many more options than just men and women, and classifies those who are not labelled men 
or women as ‘unknown’ for the sake of advertising outreach. For example, some job advertisements 
for registered nurses were shown to many more women than men, and no transgender or non-binary 
people (Figure 6). Similarly, the audit found one sheriff’s office placed an ad hiring for several posi-
tions, but the ad was shown exclusively to men. 

 
10  Derived from the Presentation of Fabio Mercorio, InGRID-2 Webinar, 26 October 2020. 
11  Derived from the Presentation of Sara Kingsley, InGRID-2 Webinar, 26 October 2020. 
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Figure 6. Facebook job ad shown primarily to women 

 
Source Presentation of Sara Kingsley, InGRID-2 Webinar, 26 October 2020 

At least two issues are relevant here. First, online platforms may empower advertisers to place ads in 
a manner that discriminates against protected groups. Second, online platforms use algorithms that 
may entrench existing biases, like which jobs are more suitable for women or men, and which race is 
more likely to take advantage of access to a line of credit for a house or car. This suggests that addi-
tional research is necessary to audit online advertising, ensuring that both the design of the platform, 
and the outcomes of the platform’s algorithms, do not further discrimination and unfairness in socio-
economic opportunity. 
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5. Challenges of big data for labour research 

Up to this point, a number of benefits of big data in labour research have been discussed, while the 
challenges have been mostly glossed over. This section aims to break these challenges down into 
succinct categories, then briefly present them. 

5.1 Theoretical 
One theoretical challenge concerns data mining, a process between computer science and statistics, 
involves extracting and discovering patterns in big data. The advent of data mining means some 
economists are developing research questions based on the dataset, rather than seeking out data to 
answer research questions. Economists may suspect a dataset has great analytical value without being 
able to say in advance what that is. This diverges from the more traditional hypothesis-led approach 
in economics, but may yield unexpected and useful insights. 

Relatedly, interpreting findings from big data often relies heavily on human experts of a particular 
domain. Noisy data requires more human intervention to separate the signal from the noise, so 
to speak. One example was already mentioned above in the discussion of online job boards. Sugges-
tions for new occupations, or updates to existing occupational categories, cannot be left exclusively 
to AI algorithms. Instead, a human with domain and language expertise must check suggestions for 
plausibility. As few people are experts on so many levels, this necessitates an interdisciplinary research 
approach, where people with the technical and quantitative skills to design AI need to work with 
thematic experts. How best to use ‘human-in-the-loop’ systems is a topic of ongoing research (Li, 
2017). 

A further fundamental challenge is the reliability of big data. Administrative data, much less 
online data, are not collected for research purposes, but rather result as by-products of other political, 
societal, or economical processes. Therefore, the formation and quality such data is typically less 
known and controlled than for more traditional sources of data used for research.  

As one practical example, Elliot (2015) performed data analysis on unemployment rates in 
Cambridge, England, using a non-probability sample12 from novel administrative data. As part of her 
research, she unexpectedly found that a very affluent area had very high unemployment rates. Upon 
speaking to data collectors, she realised that many homeless individuals had been recorded at the 
government employment agency in this area, resulting in very misleading figures. This shows how 
being critical of the data collection process is essential to avoid erroneous findings, and leads to major 
methodological challenges to be considered in context of big data. 

5.2 Methodological 
In general, application of statistical or machine learning methods on big data sets can yield results 
that do not at all represent 'true' values or relationships in the population. While classical sources of 
research data, such as experiments and probability samples, provide protection against systematic 
errors and allow to quantify errors that arise by chance, this is not possible for most types of big data. 

 
12  See discussion below. 
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Therefore, big data often require a very different methodological approach than traditional data 
sources. There are a number of reasons for this, but in terms of statistical methodology, the main 
issue with big data sources is that they typically result from non-probability sampling. Throughout 
the last century, the gold standard of statistics has been probability sampling, in which case a) every 
unit in the population has a chance of being selected in the sample, and b) this probability can be 
accurately determined. Non-probability sampling violates these assumptions (Vehovar et al., 2016), 
and is therefore prone to selection bias and limited generalisability from a sample to the population.  

Especially in the context of data retrieved from the internet, including web surveys and big data, 
non-probability sampling is becoming more common. The reasons for the increased use of non-
probability samples includes the need for higher survey response rates, as non-response rates con-
tinue to increase in all modes of survey administration,13 and preference for cheaper survey modes 
(e.g. internet versus phone).14 While more readily available, non-probability samples from surveys 
create a degree of self-selection bias. Self-selection bias can be partially addressed in online surveys 
in several ways. For example, respondents can be recruited from a random sample of a population 
register or address list, or randomly selected from a panel. While preferable to online surveys with 
self-selection, these strategies are slower, more cumbersome, and more expensive.15 

It is often difficult to determine how reliable big data are, especially when derived from online 
sources. For example, some studies have used LinkedIn data to estimate international migration of 
workers (Bogdan et al., 2014; Barslund & Busse, 2016). However, users of LinkedIn skew higher-
skilled, making this approach more appropriate for higher-skilled workers and IT-related positions, 
rather than the general workforce. If the intention is to know more only about the population 
sampled, rather than the general population, then there is little issue. However, most often researchers 
are interested in generalising results. Similarly, big data from many sources tends to over-represent 
people who have the financial means to afford smart phones, computers, and the internet, as well as 
those who are younger and more digitally literate. This can be a particular challenge when trying to 
perform analysis for people with labour market vulnerabilities. 
This highlights the importance of critically reflecting the data collection process to avoid erroneous 
findings. Despite covering a large number of observations, big data typically do not allow for well-
established approaches to make valid generalisations to whole populations. Therefore, understanding 
potential errors inherent to these data is crucial to judge the reliability and quality of information 
obtained from them. In general, these issues are not compensated by the sheer size of big data, 
because systematic errors do not decrease with sample size. ‘Compensating for quality with quantity 
is a doomed game’ (Meng, 2018). Therefore, big data increases the need for researchers to be aware 
of the limitations and pitfalls of classical methods for estimation and inference in case of non-proba-
bility sampling.  

A key question is if, and under which conditions, non-probability samples can be used to obtain 
unbiased results.16 Unlike probability sampling, where valid estimation and inference is possible by 
design of the sampling procedure, non-probability sampling requires assumptions and available 
auxiliary information that can be used to model the selection process and/or relevant characteristics 
of interest, such as the migration of workers outlined above.17 Therefore, the usability of non-proba-
bility samples heavily depends on the validity of assumptions and the availability of suitable auxiliary 
information. To obtain such auxiliary information, data harmonisation between different big data and 
traditional data sources may be required. Data linkage may be a significant issue generally, but espe-
cially in many countries that lack consistent identification numbers across administrative systems 
(Connelly et al., 2016). 

 
13  Derived from the Presentation of Emilia Rocco and Alessandra Pettrucci, InGRID-2 Webinar, 27-28 February 2020. 
14  Derived from the Presentation of Danny Pfeffermann and Arie Preminger, InGRID-2 Webinar, 27-28 February 2020. 
15  Derived from the Presentation of Jelke Bethlehem, InGRID-2 Webinar, 27-28 February 2020. 
16  Derived from the Presentation of Danny Pfeffermann and Arie Preminger, InGRID-2 Webinar, 27-28 February 2020. 
17  Derived from the Presentation of Natalie Shlomo and Ton De Waal, InGRID-2 Webinar, 27-28 February 2020. 
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5.3 Practical 
Using big data is contingent on accessing them, which can pose a significant challenge. Most big data 
are proprietary, namely owned by companies, and especially large multinationals. In many cases, 
potentially useful data will not be shared with researchers because data represents a competitive 
advantage for businesses. In other cases, data will only be shared on a very limited basis, or only with 
researchers working for the company. This can jeopardise the neutrality of findings.18 

Just taking the examples from sections above, JPMorgan Chase’s data is proprietary, Facebook ad’s 
API is subject to change and access can be restricted, Turkcom’s data is proprietary, and webscraping 
or API access of online job boards can be restricted. For data retrieved from online sources, the 
website may alter data unexpectedly, further challenging any efforts to replicate and confirm results. 

In the case of administrative data from government sources, researchers will be working under a 
strict set of conditions determined by the data owners (Connelly et al., 2016). This means that most 
researchers will not be able to access potentially useful data, which not only prevents some research 
from taking place, but also makes it impossible to replicate findings. Beyond businesses protecting 
valuable data, they may not be accessible due to privacy concerns as well. Even if big data are acces-
sible, their use may still entail significant privacy concerns (Horton & Tambe, 2015).  

Furthermore, storing and processing big data can entail large computational costs, so analysing big 
data requires investments in technology (Harding & Hersh, 2018). While hardware and cloud services 
are becoming cheaper, this can still restrict access for researchers and institutes without suitable 
financial means. 

Finally, processing big data requires significant skill and expertise, requiring investments in human 
resources (Harding & Hersh, 2018). In many cases, domain experts in the social sciences may not be 
able to perform analyses themselves, even if they have a reasonably strong background in more tra-
ditional statistics and econometrics. Social scientists may therefore require additional training required 
for data management, like restructuring data to achieve variable by case matrix required for most 
analysis techniques, and being able to run and interpret different AI techniques. Certain machine 
learning methods require a great deal of fine tuning for optimal performance, which places further 
strain on computational requirements (Harding & Hersh, 2018). Traditionally, economists use regres-
sion to fit models to data. However, big data may require different techniques such as random forest, 
least absolute selection and shrinkage operator (LASSO), or deep neural networks. These and other 
applications of machine learning are becoming more widespread as they regularly perform better than 
standard econometric methods (ibid.). 

 

 
18  For example, see Berg and Johnston’s critique of Hall and Johnston’s labour market analysis for Uber (2019). 
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6. Conclusions 

This paper has argued that big data can be an excellent supplement to existing data sources, offering 
much more granular information collected on a shorter timeframe. Big data can offer better insights 
into vulnerable populations who may not be well captured by traditional sources.  

Big data may be especially promising in certain fields where traditional data sources, like official 
surveys, are often insufficient. Migration and non-standard employment are two such areas. Various 
types of big data are being used to better understand these areas, and such efforts should continue to 
be honed. Additionally, online data from job boards and online advertising have great potential to 
generate new insights. Job board data is already being used to model supply and demand in the labour 
market. This includes timely findings on what jobs are in demand, where, and what skills are required. 
As online job boards become more ubiquitous, it is likely that job boards will only increase in utility. 
Online advertisement data is particularly interesting to better understand discrimination of vulnerable 
populations, such as how evenly opportunities are distributed. Even as digitalisation offers huge new 
opportunities, it also risks retrenching old inequalities, or creating new ones. 

While online forms of big data are very much in vogue, administrative data should not be over-
looked. In many cases, administrative data are the easiest type of big data for researchers to imple-
ment, being more systematic than big data from online sources. Government tax records, education 
records, neighbourhood characteristics, immigrant landing records, birth cohorts, etc., can be espe-
cially useful for research on vulnerable populations. 

Despite these promising points, using big data for social science is associated with theoretical, 
methodological, and practical challenges. These are not insurmountable, but require very careful con-
sideration to reach valid, useful, and generalisable conclusions. 

In particular, aspects of data quality, such as the potential selectivity and bias, must be carefully 
considered. Methods that are designed for probability samples will likely fall short in accounting for 
errors that arise from non-probability samples, and may heavily exaggerate the accuracy of results. 
Dedicated methods for non-probability samples can - under certain conditions - provide more ade-
quate results for point estimation and inference. Such methods are particularly important as many big 
datasets, and more recent survey data, increasingly represent non-probability samples. 

Finally, big data demands multidisciplinary expertise and creativity. To the extent possible, inter-
ested social science researchers should become acquainted with new techniques required for big data. 
To aid this process, research institutes should make appropriate investments in technology and 
human capital. At the same time, theoretical and substantive knowledge of social science topics is 
irreplaceable, and often times must be implemented alongside AI processes. 
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